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Abstract

Cardiovascular diseases are among the diseases that cause the most deaths worldwide. Heart failure is
also one of the most common diseases, and mortality rates vary according to the patient’s risk level. This
distinct difference in mortality revealed the need to develop methods that could predict which patients
have a worse prognosis and identify the risk group that would benefit more from intensive medical
treatment and/or left ventricular assist devices and heart transplant treatments. In this study, survival
models were developed using the dataset of 299 heart failure patients and Cox, Random Survival Forest,
and Gradient Boosting Survival. Two different approaches are also used to determine the critical
parameters in developing the survival model for heart failure patients. When a model is created using
these parameters instead of all parameters in the dataset, higher success has been achieved, and this result
is also better than the other studies using the same dataset. In conclusion, a survival model that can
predict with high accuracy was developed for heart failure patients using the selected parameter set and
Random Survival Forest.
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Kalp Yetmezliği Hastalarında Kritik Parametre Seçimi ve Sağkalım Modeli
Geliştirilmesi

Öz

Kardiyovasküler hastalıklar dünya çapında en fazla ölüme neden olan hastalıklar arasındadır. Kalp
yetmezliği de sık karşılaşılan hastalıklardan biridir ve hastanın taşıdığı risk seviyesine göre ölüm oranları
değişiklik göstermektedir. Ölüm oranlarındaki bu belirgin farklılık, hangi hastaların daha kötü prognoza
sahip olduğunu tahmin edebilen ve daha yoğun tıbbi tedaviden ve/veya sol ventriküler destek
cihazlarından ve kalp nakli tedavilerinden daha fazla yararlanabilecek olan risk grubunu belirleyen
yöntemlerin geliştirilmesinin ihtiyaç olduğunu ortaya çıkarmıştır. Çalışma kapsamında kalp yetmezliği
bulunan 299 hastanın verileri ve Cox, RSF ve GSB yöntemleri kullanılarak sağkalım modelleri
geliştirilmiştir. Ayrıca iki farklı yöntem kullanılarak kalp yetmezliği hastalarının sağkalım modelinin
geliştirilmesinde kritik rol oynayan parametreler belirlenmiştir. Veri setindeki tüm parametreler yerine
belirlenen bu parametreler kullanılarak bir model oluşturulduğunda daha yüksek başarı elde edilmiştir ve
elde edile bu sonuç aynı veri setini kullanan başka çalışmaların sonuçlarında da daha iyidir. Sonuç olarak
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seçilen parametre seti ve RSF yöntemi kullanılarak kalp yetmezliği hastaları için yüksek doğrulukla
tahmin yapabilen bir sağkalım modeli geliştirilmiştir.

Anahtar Kelimeler: Kalp yetmezliği, Sağkalım analizi, Cox, RSF, GBS

1. INTRODUCTION

Heart failure is the condition in which the heart is
unable to pump enough blood to the body organs
or can do this by increasing filling pressures. There
are several causes of heart failure; coronary heart
disease, diabetes, hypertension, alcohol or cocaine
abuse, chemotherapy, or radiation therapy.
Cardiovascular diseases are the top reason for
death worldwide [1]. As society’s lifespan extends
and the life expectancy of heart failure patients
increases with modern methods, the frequency of
heart failure in society increases [2]. Despite
improvements in treatment, heart failure patients’
death rates still quite high and continue to be a
huge burden on hospitalizations [1]. The life
expectancy of patients with heart failure is
different from each other, while the one and four-
year mortality rate is 5% and 19% in New York
Heart Association (NYHA) class 1 patients [3],
15%, and 40% in NYHA class 2-3 [4], and
6-month and 12-month mortality rates in class 4
are 44% and 64% [5]. This distinct difference in
mortality has led to the need for risk stratification,
which can estimate which patients have a worse
prognosis and may benefit more from more
intensive medical therapy and/or left ventricular
assist devices and heart transplant treatments.
Different risk assessment models have been
developed to date in the light of population-based
data on heart failure [6-9]. However, these risk
models were proved to be useful, and there is
substantial patient-to-patient variability. This
variability can be addressed with novel machine
learning-based methods and provide better
prediction performance. Also, these methods can
be used to determine the critical parameters for the
survival modeling.

Ahmad et al. collected the data of 299 patients
over the age of 40 with Class III or IV heart failure
according to the classification of the NYHA and
analyzed which parameters played a critical role in

the mortality of heart failure patients [10]. Since
the dataset contains censored data, Kaplan&Meier
[11] and Cox [12] risk models are used for the
analysis and found that age, serum creatin, blood
pressure ejection fraction, and anemia play a
critical role in the survival model [10]. Chicco et
al. used statistical methods on the same dataset and
ranked the collected parameters based on their
importance [13]. As a result of the study, they
concluded that the serum creatinine and ejection
fraction parameters would be sufficient to predict
the patient’s survival with a certain accuracy.

Zahid et al. argued that men’s and women’s risk
parameters would differ from each other due to
their lifestyle and physiological differences [14].
They have analyzed the parameter importance for
each gender and found that the male and female
patients’ critical parameters were different from
each other. Thereupon, gender-based models were
created and compared with the model created with
the entire data set. As a result, while the c-index
value of the model developed using all male and
female patients’ data was 0.72, the c-index of the
models created with only male and female patients
was 0.73 and 0.77, respectively.

Apart from parameter analysis, many studies have
been conducted using such heart failure datasets to
predict the patients’ mortality [15–20]. In these
studies, machine learning methods were used, and
high accuracy predictions were made. While in
some of these studies, the whole dataset was used,
in others, parameter analysis was performed, and
high estimation results were tried to be obtained
with fewer parameters [15,17,20].

It provides valuable information to predict whether
the patient will die with artificial intelligence
methods. But the main purpose of collecting
censored data is to determine the patient’s risk
level and indicate how long he might live. Besides,
there are patients whose follow-up was abandoned
in the early period of the study. For example, in
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the current data set, while there are patients who
died on the 4th day of the 285-day follow-up
period, there are also those who died on the 241st

day; there are patients who were recorded “not
die” in mortality prediction studies because they
were not followed up on the 12th day, as well as
patients who were followed for 285 days and did
not die. Therefore, although some patients were
not recorded as dead because their follow-up was
ended in an early period of the study, a different
result would have been obtained if they were
followed up throughout the study. Therefore, new
survival analysis methods have been developed
that use the advantage of censored data and
artificial intelligence methods’ learning
capabilities. With the help of these methods, a
high-accuracy survival model was developed by
taking into account the censorship of the data.

This study shows that prediction performance can
be increased by using a machine learning-based
survival model and finding the parameters that
play an important role in the survival analysis of
heart failure patients.

2. MATERIALS AND METHODS

2.1. The Dataset

In order to develop a model for survival analysis, it
is necessary to follow the patients for a certain
period of time and to record when the patient dies.
Within the scope of the study, the heart failure
clinical dataset shared in the UCI Machine
Learning Repository, which has this feature, was
used [10,13]. This dataset includes data from 299
patients with Class 3 or 4 heart failure according to
NYHA, which was followed up between April and
December 2015 for 285 days [21].

Thirteen different parameters were collected from
the patients. Some of these parameters are only
binary data, while others take continuous values.
The details about the collected data, short
descriptions, and value ranges are presented in
Table 1 [13]. The follow-up period and death event
are the main target parameters used to calculate the
survival function.

Table 1. Parameters used in the dataset, their meanings, and value ranges [13]
Feature Explanation Measurement Range
Age Age of the patient Years [40, ..., 95]

Anaemia Decrease of red blood cells or
hemoglobin Boolean 0,1

High blood pressure If a patient has hypertension Boolean 0,1
Creatinine Phosphokinase
(CPK) Level of the CPK enzyme in the blood mcg/L [23, ..., 7861]

Diabetes If the patient has diabetes Boolean 0,1

Ejection fraction Percentage of blood leaving the heart at
each contraction Percentage [14, ..., 80]

Sex Woman or man Binary 0,1
Platelets Platelets in the blood kiloplatelets/mL [25.01, ..., 850.00]
Serum creatinine Level of creatinine in the blood mg/dL [0.50, ..., 9.40]
Serum sodium Level of sodium in the blood mEq/L [114, ..., 148]
Smoking If the patient smokes Boolean 0,1
Time Follow-up period Days [4, ..., 285]

(target) death event If the patient died during the follow-up
period Boolean 0,1

mcg/L: micrograms per liter, mL: microliter, mEq/L: milliequivalents per litre

2.2. Survival Analysis Methods

The purpose of survival analysis is to calculate a
patient’s survival probability over time. The

collected censored data is used to obtain a survival
function (ݐ)ܵ for that disease, and this function is
used when evaluating the condition of the patients
in the future [22]. The survival function will take a
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value of 1 when the study starts, and as time
progresses, the risk of death of the patient will
increase, and the survival probability will approach
0 as time passes, Figure 1 [22].

Figure 1. The theoretical (left) and practical
(right) survival functions [22]

Survival analysis methods can be divided into
three groups in general: non-parametric, semi-
parametric, and parametric.

The most widely used non-parametric method is
the Kaplan-Meier method [11]. Non-parametric
methods are widely preferred as they are
computationally simple. Equation 1 is used to
obtain (ݐ)ܵ by using the Kaplan-Meier method.
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In the given equation, ݊ and ݀ respectively
represent those who are still at risk (patients who
still alive) and patients who died at the time .ݐ

As can be understood from Equation 1, this
method does not consider other factors that may
affect survival, such as age, gender, and current
health status, and in this case, the prediction
success is limited.

In the semi-parametric methods such as Cox
Survival Analysis, the model is developed to make
predictions considering the patient’s current
condition [12,23]. Thus, more successful estimates
can be made by considering how other parameters
affect this risk in addition to the patient’s present
baseline risk. In this method, the parameters in
Equation 2 are found during model training, and

the trained model is used to assess subsequent
patients’ conditions.

( ) ( ) ( )0 1 1| exp n nt x t x xl l b b= +¼+ (2)

In the given equation, ߣ represents the baseline
risk, ଵݔ … ݔ the input paramter values and ଵߚ ߚ…
the trained model paramters.

Although Cox Survival Analysis is widely used in
many studies, it lacks in generalizing the dataset.
The biggest problem of this method is that the
proportional risk between two patients remains the
same at all times. In other words, if a patient’s
condition is two times riskier compared to the
other patient when the follow-up is started, the
model assumes that he will always be two times
risker than the other patient even in the evaluation
months later. But this assumption is not always
true. For this reason, machine learning methods
reveal successful results in this regard, as in many
other fields. Machine learning methods generalize
the data set better and eliminate this proportional
problem.

In this study, machine learning-based Random
Survival Forest (RSF) and Gradient Boosting
Survival (GBS) methods are used.

RSF is one method that can be used to eliminate
the generalization disadvantage of Cox. In this
method, firstly, a decision tree divides the data into
different groups according to the existing
parameters, and then another survival function is
modeled for each subgroup [24]. Thus, instead of
only a proportionally changing model with the
same shape as the reference risk, patients with
different characteristics are represented with other
models. Therefore more successful predictions are
obtained with RSF.

Similarly, the GBS is a decision tree-based method
and can also model different survival functions.
However, in the RSF method, subgroups are
created independently, and the estimation results
of the subgroups are averaged. In contrast, in the
GSB, subgroups are created consecutively, aiming
to increase performance [25].
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The data set was first randomly divided into 25%
test and 75% training set to evaluate the methods’
performance. The model was developed using the
training set, and then predictions were obtained on
the model with the test data. Harrell’s
Concordance Index (c-index) was calculated as a
performance parameter. [26]. The c-index shows
the generated model’s ability to provide survival
times based on individual risk scores reliably. A c-
index value of 1 indicates a perfect model, while
0.5 is equivalent to a random prediction.

3. RESULTS AND DISCUSSION

In this study, survival models were created using
Cox, RSF, and GBS, and their performances were
compared using the c-index. Then, the most
critical parameters were defined and ranked by
analyzing each parameter in the dataset. Finally,
the best performing method and parameter set are
compared with other studies using the same
dataset.

Two different methods were used to determine the
critical parameters. In the first method, separate
Cox models were created using each parameter,
and the predictive performance of these models
was evaluated by calculating the c-index.
Parameters showing higher success than other
parameters alone were considered more important.
The parameter ranking obtained with this method
is given in Table 2.

Table 2. Parameter ranking obtained with Cox
survival models

Rank Parameter
1 Serum creatinine
2 Ejection fraction
3 Serum sodium
4 Age
5 Creatinine phosphokinase
6 High blood pressure
7 Anemia
8 Diabetes
9 Sex
10 Platelets
11 Smoking

Another method used to determine the critical
parameters is training a survival model using all
parameters with RSF and GSB, then calculating
the prediction accuracy decrease after removing
one parameter at a time. Thus, a collective
parameter selection was made by considering the
relationship between parameters.

In this way, the five most critical parameters have
been determined as given in Table 3.

Table 3. Selected parameters after ranking with
RSF and GSB

Rank Parameter

1 Age

2 Ejection Fraction

3 Serum Creatinine

4 Platelets

5 High Blood Pressure

The first five parameters in Table 2 and the
parameters in Table 3 are different. Therefore, the
parameters’ importance changes when their
relationship is considered. Since the relationship
between parameters is important, the parameters
obtained in Table 3 will be more suitable to use.

After the critical parameters are defined, in
addition to the survival models created using all
parameters, other models are created with the
selected parameters. In the first group, all five
selected parameters are used, and three models are
created using Cox, RSF, and GSB, then in the
second group, the top three of the parameters are
used to create three other models. The obtained c-
index results are presented in Table 4.

To optimize the RSF and GSB survival models,
different values of the minimum leaf, minimum
sample split, learning rate, and the number of the
estimators are tried. At first, the optimum values of
the minimum leaf, minimum sample split, and
learning rate are defined. Then using these defined
values as constant, the number of the estimators is
changed between 5-150 with five steps.
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Table 4. The c-index results of the created models
with different parameter sets. The values
in the parenthesis show the number of
estimators in which the best value is
obtained
All The

Parameters
5 Selected

Parameters
3 Selected

Parameters
Cox 0.6477 (-) 0.6761 (-) 0.6482 (-)
RSF 0.7532 (35) 0.7798 (55) 0.7628 (30)
GSB 0.7046 (65) 0.7798 (145) 0.7706 (125)

The best prediction is obtained with the selected
five parameters using RSF and GSB as 0.7798.
However, the number of estimators used at GSB
much higher (145) compared to RSF (55).
Therefore RSF is performing better at modeling a
survival function.

The contribution of the parameter selection on the
performance can be seen from the results in
Table 4. The best performance is obtained with the
selected five parameters and the worst when all the
parameters are used. It can be concluded that some
parameters have a negative impact on the
performance, and choosing too few parameters are
not enough to obtain the best performance.
Therefore the selected five parameters are the
optimum ones.

The obtained results are compared with other
studies using the same dataset. Zahid et al. created
three different models. While using all patients’
data in the first model, the other two models are
for men and women. They performed parameter
selection for each model. The c-index value is
obtained as 0.72 using the model created with all
patients’ data and 0.73 and 0.77 with the male and
female models [14]. A better c-index was obtained
in this study as 0.78, using the model created with
RSF for all patients.

4. CONCLUSION

This study shows that machine learning-based
methods such as Random Survival Forest are more
successful in creating a survival model than non-
parametric or semi-parametric methods. Only a
few parameters can be categorized in classical

methods, and a model can be created for that
patient group. After the model is trained with the
RSF, certain groups are automatically determined
according to all parameters in the data set, and
separate risk models are automatically created for
each subgroup. Thus, unlike other studies,
particular models can be obtained for patients of
different ages or other physiological conditions,
even if their gender is identical.

Besides, when all parameters are used to create a
survival model, parameters that negatively affect
performance can also be included in the dataset, so
a model that predicts with the desired accuracy
cannot be obtained. Critical parameters are
determined using Random Survival Forest and
Gradient Boosting Survival, considering the
relationships between parameters, and it was found
that Age, Ejection Fraction, Serum Creatinine,
Platelets, and High Blood Pressure play an
essential role in model creation.
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